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How performance engineering helped 
achieve speed and reliability for a smart ear 
tag and data platform



The challenge
This agricultural technology (AgTech) company is revolutionising 
the livestock industry with its proprietary smart ear tag and 
information platform.

The ear tag incorporates GPS, accelerometer, ambient 
temperature, Bluetooth, and satellite connectivity. These 
functions are used to collect various types of information about 
the animal, while on-tag analytics monitor whether behaviour is 
following normal patterns.

The tag collects and transmits summarised data to low earth 
orbit satellites. It is then sent to a central data platform, where 
it is accessed by customer-authenticated software partners for 
visualisation and data analytics.

The information provided allows customers to optimise their 
operational decision making, improve detection of stolen and 
wandering livestock, and gain increased insights into animal 
welfare and health.

The Internet-of-Things (IoT) nature of the solution meant that 
performance testing it would not be easy or straight forward. 
Although the ear tags regularly communicate with a server 
like many other mobile devices, the usage pattern is quite 
different and means it cannot simply be tested as a web/mobile 
application.

Another consideration is that a Cloud-based platform is used for 
IoT application enablement and data management. Performance 
volume on the IoT application for users and data is expected to 
grow by over 700% and 2,998% respectively in just four years, 
and that does not consider any other markets the solution may 
expand to during that time.

To ensure that the IoT solution mitigates identified risks and 
performs well, the computation and connectivity between the 
ear tags, data platform, and network infrastructure had to be 
thoroughly tested. Since the solution’s functionality and user 
base would continuously expand and grow, they also required a 
means to continuously improve and ensure its performance.

This required a specific skillset that required the company to 
look externally for a reliable and trusted testing partner, one with 
years of knowledge and experience in embedding quality into 
IoT solutions.

Key outcomes
• Less than 1% error rate over the 

entire test.
• Identified and solved an IoT 

database concurrency issue 
that impacted critical business 
processes.

• Ensured robust performance for 
higher-than-normal loads, such as 
during the product’s launch.

• System optimised to achieve 
throughput of 0.29 successful 
requests/second.

• Ensured a user experience of 1.3 
seconds on average for key system 
functions.

• Up to 95% of submits below five 
seconds, ensuring future scalability 
and growth.

• Cost efficiencies gained through 
optimal tool selection.

Technologies
• IoT Database
• LEO Satellite
• IaaS Cloud Service
• eCommerce

Delivered
• Performance Testing
• Testing Tools

Tools
• Azure DevOps
• Apache Jmeter
• GitHub
• Swagger

Description Current Growth % increase by
2025

User spread 
per hour

0.516 4.131 700%

Data spread 
per hour

3.1 96.04 2,998%
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The solution
The company engaged Planit through the recommendation 
of an existing software partner. They were impressed by the 
structured simplicity of our performance engineering framework, 
which consists of a “deliver once, deliver well” approach to achieve 
maximum quality, reducing duplication of effort, and savings costs.

Our engagement began with discovery and planning. 
This consisted of an assessment of their test assets, tools, 
environments, applications,

test data, and more to allow us to tailor a solution that meets 
their needs and solves their challenges. During this phase, 
we uncovered several performance risks that needed to 
be addressed. One key consideration was the service level 
agreements (SLA) for availability and response times with third-
party providers, since it would determine how well the platform 
was placed for future scaling.

Other key risk areas we initially identified were:

• No agreed solution for the company to have control over 
a synthetic end-to-end transaction to check the health of 
all systems involved from the ear tag to software provider 
endpoints.

• Variance of response times for business processes due to 
the inability to control the latency from IoT Edge locations.

• How the performance of the data platform will be impacted if 
any of the external connections are down or slow.

• How the IaaS Cloud Service controlled components were 
configured, such as the serverless compute engine, auto 
scaling, and others.

• How well positioned the company is to manage growth of 
data, software providers, and end users.

With these considerations in mind, we constructed and 
implemented a customised performance testing solution. Our 
framework ensured it was built to be scalable and maintainable 
to meet their requirements in a cost-effective way, and to provide 
immediate results.

As part of this step, we assisted in selecting the right load 
generation tool based on their needs. A proof of concept was 
conducted to identify their requirements, to understand the 
protocols, and a shortlist of tools to test.

Apache JMeter was selected for its strong API and web UI 
functionality. Not only did it meet all their requirements, it also 
has the added benefit of being free as an open-source tool.

Since the company and its software partners used Azure 
DevOps, we implemented an automated performance test 
execution and reporting framework that harnessed it. Doing so 
would enable faster performance testing of code and uncover 
performance issues as quickly as possible. It was also designed to 
intelligently use secure and scalable IaaS virtual servers to meet the 
planned growth of data and global markets by up to 700%.

The following key areas were tested and evaluated for 
performance over a variety of scenarios:

• User interface usage by end users and administration staff.

• Internal (e.g. UI business processes) and external (e.g. 
outside user) API usage.

• Various components that excluded any stubbed or mocked 
external services.

• Monitoring metric consumption where available for analysis.

Through our performance testing, we aimed to determine:

• Optimum baseline performance of the system using single 
business profiling.

• Peak performance to see how the system copes with 125% 
of traffic of the busiest hour of the busiest day of the year, 
or determined by total regional volume peak in a 24-hour 
period together with billing batches.

• Whether web servers are already a bottleneck by reducing 
the number of web servers and then running peak traffic 
through them.

• Whether the system can handle a regional business day 

load with a 24 to 48-hour steady endurance run with 80% 
peak load.

• The operating capacity of the system.

• The breaking point of the system.

• System elasticity and response during planned high activity 
events. For example, simulating 50 customers purchasing 
tags at the same time with minor variance in user entry time 
and across the four key markets (Australia, New Zealand, 
United Kingdom, and United States).

Non-functional baselines that we set for the data platform 
included:

• 95% of UI submits taking less than five seconds, 95% of APIs 
taking less than three seconds, 95% of navigation steps 
taking less than two seconds, and less than 10% response 
time increase over the baseline test run.

• Error rates less than 1% with the root cause of all errors 
determined and accepted by management.

• No system component consuming more that 80% of the CPU 
and available RAM, with disk, NIC output, and processor 
queue lengths remaining under five.

Performance testing was securely implemented and optimised 
across the company’s virtual machines within our Continuous 
Performance Testing Framework. Two rounds of testing were 
executed, with reporting of tests automatically generated after 
each round and presented to the company in an interim report.

At the end of the testing, a final performance summary report 
was presented. It outlined how the data platform performed 
against the targets we set for it, as well as the actual risks we 
uncovered, mitigations implemented, and recommendations to 
further mitigate risk.
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Outcome
Our insights into the performance of the data platform enabled 
the company to go live with confidence, knowing that their 
solution would run well for its customers. They also received 
a continuous performance solution to help them monitor 
performance and unlock further speed improvements.

The robustness and stability of the solution was assessed by 
comparing results across like-for-like tests, with a less than 1% 
error rate registered across over the whole testing period. Any 
errors uncovered were analysed and resolved after each test.

Through baseline performance testing, we identified a 
concurrency issue in the IoT database that impacted critical 
business processes. The IoT database vendor promptly released 
a patch to address the issue, and our subsequent retesting 
showed that the fix worked.

Subsequent performance testing showed that the system 
could handle expected higher than normal loads. Following 
all optimisations done to the system, a throughput of 0.29 
successful requests/second was achieved while providing a user 
experience of key system functions of 1.3 seconds on average.

Stress testing highlighted that up to 95% of submits would be 
below the agreed five seconds. This indicates that the capacity 
of the system was well placed to handle growth into other 
regions of the globe.

Having discovered that it took UK users up to 20 seconds to 
sign-in to the data platform, compared to the two seconds or less 
experienced by Australian users, we were able to recommend 
the deployment of additional servers to reduce the impact of 
network latency.

Our performance testing not only helped improve and better 
forecast the needs of their data platform before customers 
started using it, the testing also provided the development 
team with a continuous feedback approach where speed 
is considered throughout the entire lifecycle. By closely 
aligning our performance testing approach with the company’s 
continuous delivery and continuous deployment practice, it will 
enable their code to be created and tested quickly with speed in 
mind.

The benefit of this approach is that unit level performance tests 
will uncover slow code, which can be stopped from making its 
way into the application. Deployed code is also quickly tested for 
speed and resiliency, with results feeding back into the design of 
new features.

By implementing this continuous performance testing approach 
that the company wanted for its delivery, they will be well 
positioned to automate more of its performance testing and 
reporting. These efficiencies will then enable them to detect and 
fix any performance issues early before they become costly or 
time consuming.
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About Planit
At Planit, we can help you make performance an asset, not a 
liability. Our expert consultants can provide testing, assessments 
and advice to mitigate performance risks and achieve peak results.

Find out how we can help you achieve your performance goals, 
and deliver a rapid, responsive, and reliable experience that 
delights your customers.
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